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 Diabetes is a lifelong chronic disease that disrupts blood sugar regulation. 

Diabetes is a life-threatening condition that, if left untreated, can lead to death 

and other health problems. Several medical tests, including the glycated 

hemoglobin (A1C) test, blood sugar test, oral glucose tolerance test, and 

fasting blood sugar test, can detect diabetes. According to statistics, high 

glucose levels are one of the problems associated with diabetes. This study 

aims to categorize patients into diabetic and non-diabetic groups using specific 

diagnostic metrics included in the dataset. The researchers used one thousand 

five hundred patient records with 9 attributes and 2 classes. The study used 

machine learning techniques, including Logistic Regression, Random Forest, 

and Confusion Matrix and Receiver Operating Characteristics (ROC) 

assessment. The Random Forest method produced 97% accuracy, 97% 

precision, 100% recall, and 98% f1-score, indicating that the accuracy level 

seems good but can still be improved. Based on the accuracy findings, random 

forest is the most effective strategy for logistic regression.  
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1. Introduction  

Diabetes is a lifelong chronic disease that interferes with the regulation of blood sugar. Diabetes is a 

life-threatening condition that, if left untreated, can lead to serious health problems and even death [1].  The 

World Health Organization (WHO) estimates that the number of people with diabetes worldwide increased 

from 108 million in 2013 to 422 million in 2014. By 2045, this number is expected to increase to 629 million. 

Diabetes is estimated to be the cause of 1.6 million deaths [2]. 

 

 
Figure 1. Graph of People With Diabetes According to WHO 
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A condition characterized by increased blood sugar levels in the body, caused by a disorder that 

significantly affects the body's ability to remove glucose from the blood. This is caused by a hormone called 

"insulin", which controls the body's blood sugar levels [3]. 

Many medical tests, including the glycated hemoglobin (A1C) test, fasting sugar test, oral glucose 

tolerance test, and random blood sugar test, can be used to detect diabetes. When polyuria, polydipsia, and 

polyphagia symptoms of diabetes occur, people tend to forget small everyday risks, such as consuming too 

many sweet foods, which can increase blood sugar levels. This large healthcare dataset can be leveraged to 

extract knowledge using artificial intelligence, especially Machine Learning (ML) methods. This can lead to 

early detection and prevention of chronic diseases that reduce quality of life, such as diabetes. [4]. 

A statistical subfield of artificial intelligence machine learning, concerned with the creation of methods and 

algorithms that enable computers to learn and gain intelligence through the examination of historical data. 

Machine learning methods help in solving problems involving pattern identification, prediction, and 

categorization. Applications for it include facial tagging and recognition, email filtering, search engine 

optimization, web page ranking, robotics, traffic control, and disease prediction and categorization [5]. Many 

experiments have been conducted recently to accurately detect diabetes using various ML models on various 

dataset.[6]. Here are a few instances of deep learning and machine learning algorithms: Decision Tree (DT), 

Random Forest Classifier (RFC), Naive Bayesian Classifier (NBC), K-Nearest Neighbor Classifier (KNN), 

Support Vector Machine (SVM), Logistic Regression (LR), and Random Forest Classifier (NBC). Several 

prior research have successfully used this strategy to categorize utilizing diabetes data [7]. 

 In their first study [8] introduced a genetic programming based classifier that predicts diabetes using 

a limited set of functions and various selection strategies. At a maximum accuracy of 89%, the best results 

were achieved using a tournament selection strategy. Using the PID dataset, a classification method utilizing 

Gaussian Process Classification (GPC) by [9]. was developed to predict diabetes, using radial, linear, and 

polynomial basis kernels. [10] (second study) Gaussian Process (GP) technique was used because the medical 

dataset is non-linear and has intrinsic correlation. Compared to other methods such as NB, Linear Discriminant 

Analysis (LDA), and Quadratic Covering Discriminant Analysis (QDA), its efficacy is striking. The second 

trial result showed that the GP using the radial basis kernel performed the best, with an accuracy of 81.5%. A 

new dataset containing information about individuals who have recently developed diabetes or are at risk of 

developing the condition in the future was used in a recent study [11] on early diagnosis of diabetes risk. The 

dataset was provided by patients at the Sylhet Diabetes Hospital in Sylhet, Bangladesh. Among the ML 

classifiers used were NB, LR, and RF. The performance of the classifiers was assessed using train-test split 

and K-Fold Cross Validation techniques. With an accuracy rating of 97.4% using K-Fold Cross Validation and 

99% using train-test split, the RF classifier produced the best results. 

 A strategy combining ensemble techniques with information retrieval feature selection is described, 

according to [12]. Bayesian network classifier and multi-layer perceptron form this ensemble. An accuracy of 

81.89% was achieved by deriving a subset of 6 features from the entire feature set of 8 features in the PID 

dataset. [13] proposed a classification scheme designed to provide maximum precision in diabetes risk 

assessment. First, data pre-processing methods were used on the PID dataset, including replacing missing 

values and outliers with medians. The next step was feature selection, which involved the use of methods such 

as Fisher's discriminant ratio, ANOVA, LR, RF, mutual information, and Principal Component Analysis 

(PCA). Next, a number of classifiers were applied, including NB, LDA, QDA, SVM, ANN, AB, LR, DT, and 

RF. The use of the RF approach for feature selection and classification resulted in a maximum accuracy of 

92.26%. 

 The aim of this study, however, is to assess and enhance the accuracy results of the algorithms 

employed in earlier studies, as well as classify diabetes and non-diabetes based on the results of diagnostic 

tests that have been passed, utilizing a variety of machine learning techniques. The utilization of distinct data 

and methodologies, namely feature selection to choose the best features from a feature data set, distinguish this 

study from earlier research. What distinguishes this study from previous studies is in terms of different 

methods. Researchers use the Random Forest algorithm, and Logistic Regression with a comparison of 

Confusion Matrix and ROC analysis to improve and find out the accuracy results of the algorithm used in 

previous studies. 

  

 

2. METODE (10 PT) 

2.1. Dataset 
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Clinical data of 1500 patients were obtained from kaggle 

(https://www.kaggle.com/datasets/akshaydattatraykhare/diabetes-dataset), which includes two classes and 

nine attributes: gender, age, blood glucose level, heart disease, hypertension, smoking history, BMI, HbA1c 

level, and diabetes. 

 
Figure 2. Study Stages 

Figure 2 illustrates the many phases, including dataset collection, preparation, algorithm testing, and 

then its assessment with ROC and confusion matrix. The study used two machine learning techniques: logistic 

regression, and random forest. The study was divided into two classes: diabetics and non-diabetics. 

 

2.2. Exploratory Data Analysis (EDA) 

Data can be investigated and analyzed using exploratory data analysis, which leverages a variety of 

visual tools. With the help of these techniques, data scientists can find anomalies, question assumptions, and 

uncover patterns that help them better understand their tasks. [14]. 

 A correlation matrix needs to be calculated before we can ascertain the relationship between each pair 

of variables in our investigation. If there is a significant correlation between the traits, then the removal of one 

of them should be considered. To learn more about the traits and the data set, the data balance and attribute 

distribution are investigated using various data visualization techniques [15].  In addition, the main goal is to 

find patterns in a very large data set by using visualization techniques and reducing its size. 

 

2.3. Logistic Regression 

LR classifies one or more additional data sets (testing set) after the model has been trained on the 

given data set (training set) [16]. The basic objective of logistic regression is to carefully examine the 

relationship between predictor and target variables. The positive and negative class variables in the logistic 

regression model are identified using the sigmoid function [17]. 

When the dependent (response) variable is binary, logistic regression, a subset of regression analysis, 

is used. Dichotomous variables, which are typically given a number between 0 and 1, only have two values 

that represent the presence or absence of an event. [18]. According to research [19] Binary logistic regressions 

evaluate the chance that a characteristic of a binary variable is present, given the values of the covariates. 

Specifically, there is a linear combination of independent variables with log-odds of the probability of an event 

in a logistic model.  
 

2.4. Random Forest 

A supervised machine learning algorithm called Random Forest builds many decision trees. The bulk 

of the decision tree is used to make the ultimate choice. Decision trees have a high variance and a low bias. 

High variance is converted to low variance using random forests [20]. 

Among distinct ensemble tree models, RF with drastically diverse tree architectures and splitting 

factors causes a variety of overfitting and outlier occurrences. Thus, for classification issues, final prediction 

voting minimizes overfitting, whereas for regression problems, averaging is the solution. The best split in a 

random sample of predictors is chosen as a candidate split from the entire collection of predictors each time in 

this individual decision tree generating process. Every split, a fresh predictor sample is collected with a user-

specified number of predictors (Mtry). When RF is applied to a user-specified number of trees (Ntree), it 

generates trees with low bias and high variance.[21] 
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2.5. Evaluation Matrix 

The machine learning model's performance is gauged using the evaluation matrix. After the model is 

constructed, we must evaluate the machine learning model's performance. To test the model, a number of 

assessment metrics are offered. Among these are the confusion matrix, ROC-AUC, F1 Score, accuracy, 

precision, recall, and specificity. 

A table that displays the efficacy of the categorization model is known as the confusion matrix, 

sometimes referred to as the error matrix. AUC-ROC Curve, Precision, Recall, F1 Score, Accuracy, and—

most importantly—Accuracy can all be measured using it quite successfully. Table displays four distinct 

combinations of planned and actual classes [22]. 

An evaluation tool for classification work at all classification levels is the AUC-ROC curve. The 

probability curve is represented by the ROC, while the AUC quantifies the degree of separation. The AUC of 

the model indicates how well it can discriminate between those with diabetes and those without the disease. 

The True Positive Rate is plotted against the False Positive Rate on the ROC curve. [23]. 

Several metrics are used by different fields, depending on the objective, to assess a classifier's or 

predictor's performance. [24]. Analyzing the degree of similarity between the anticipated and actual values is 

one method of assessing an algorithm's accuracy. In other words, when the algorithm is employed in a study, 

the accuracy result functions as a gauge of its efficacy. [25] ROC curves and confusion matrices (classification 

accuracy, recall, and classification precision) were employed to evaluate the study's findings.  

3. RESULT AND DISCUSSION 

Quality qualities that do not exhibit a strong association with one another are eliminated in order to 

ascertain the relationship between each pair of variables. Attribute distribution and data balance are examined 

using a variety of data visualization techniques to enhance comprehension of the dataset and its aspects. The 

next step is label coding, which simplifies and improves understanding by converting category data to 

numerical form. 

 
Figure 3. Diagram of Patients With Diabetes and Without Diabetes 

Improving understanding of the dataset and its attributes: Before proceeding with additional data 

processing, attributes such as smoking history that do not contribute to accurate answers were discarded. The 

visualization of the data presented in Figure 2 shows that 91.47% do not have diabetes and 8.53% do have 

diabetes, indicated by 1 as having diabetes and 0 as not having diabetes. EDA was performed to identify 

potential missing values and duplications. 

 

Table 1. Performance Measurement of Multiple Machine Learning Methods 

Methode Accuracy Precission Recall FI-Score 

Logistic Regression 96% 96% 99% 98% 

Random Forest 97% 98% 100% 98% 
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 Subsequently, the data was partitioned into training and testing sets, and various data splits were 

tested. Table 1 presents a comparison of the outcomes for f1-score, recall, accuracy, and precision. It also 

compares the outcomes for Random Forest and Logistic Regression. It demonstrates that the Random Forest 

method outperforms the Logistic Regression algorithm overall. 

 

 
Figure 4. ROC Logistic Regression 

 Figure 4. Shows the ROC evaluation of the Logistic Regression algorithm with a result of 0.77, this 

shows that the ROC curve of logistic regression is quite good because it is more than 0.5. 

 

 

 
Figure 5. ROC Random Forest 

Figure 5. Shows the ROC evaluation of Random Forest with a result of 0.80, this shows that the 

ROC curve of Random Forest is quite good because it is more than 0.5. 

 

Figures 4 and 5 show the ROC results with 2 different methods. The Logistic Regression value is 

lower than the Random Forest value, as well as the accuracy results shown in table 1, the accuracy results of 

Random Forest are better than Logistic Regression. 

 

4. CONCLUSION 

Based on the results of previous studies of the two algorithms that have passed the testing process 

using test data and training data through confusion matrix evaluation, from several of the best experiments 

used to measure the level of accuracy using the Logistic Regression algorithm with an accuracy of 96%, 

precision 96%, recall 99% and f1-score 98% while for the results of the Random Forest algorithm obtained an 

accuracy of 97%, precision 98%, recall 100% and f1-score 98%. So it can be concluded that the classification 

of diabetes data that has been carried out provides quite good results, and improves the results of previous tests. 

The accuracy and ROC values differ significantly when evaluated with different machine learning techniques. 
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The level of accuracy looks good, although there is still room for improvement. Among all these techniques 

based on the accuracy results, Random Forest as a method is quite good. Researchers hope that further research 

can use different machine learning methods with the same data to find out the best results of each method. 
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